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Who is this guy?

“Machine Learning is like teenage sex. Everybody talks about it. Only some really know how to do it. 
Everyone thinks everyone else is doing it. So, everyone claims they’re doing it”. Dan Ariley

Andre Bieler

Background
• PhD in Physics (space science)
• ML since 2016

Serious about / Ice Breakers
• ML
• Pizza
• Racket Sports
• Coffee



Parashift AG
Intelligent Document Processing

• Founded 2018, CEO: Alain Veuve, Sissach BL

• ~35 Employees
• Customer Success
• Sales / Marketing
• Development

• SAAS product: documents in -> information out

• IDP
• Intelligent separation of batches of docs
• Classification into document types
• Information Extraction

• Full Cloud solution (we have on-prem, but every 
time a customer orders that, a puppy dies)



Don’t assume you know anything
What do customers want actually? We need to talk...

• What is the actual use case?
• How good does the ML results have to be to be useful? (100%?)
• Are all mistakes similarly bad? (False-Positives vs False-Negatives)
• What are expectations? (everything out of the box at 100% accuracy...)

• Does this fit into the current workflow?

• Do you really need ML?
• ML is cool, but sometimes a simple rule-based approach is many times more efficient 

and safer.
• Example: Someone used ChatGPT for parsing HTML. (No)
• Example: Find swiss AHV numbers in documents: 756.xxxx.xxxx.xc (No)
• Example: Find all IBAN/BIC numbers: (probably yes, surprisingly many versions)



Don’t assume you know anything
Different type of mistakes, use-case specific

Bad mistake
Harmless mistake



Don’t assume you know anything
How complicated can documents be, really?
"Everybody has a plan until they get punched in the face", Mike Tyson

2023-04-18

2023 / 04 / 18

18. A[vp]ril[e] 2023

04 18 2023

Variable Dates Nice Backgrounds

Im Dezember 19
(first ever customer data) OCR engine picking up city 

names...

Multi Language

• Chicken & Egg Problem
• No data no model
• No model no customer
• No customer no data

• Started out with Family, Fools & 
Friends, collecting data (German)

• First Customer is a German travel 
agency, yay!

• All their hotels & invoices in Spain :(



Stay out of Trouble
A ML model is like a Puppie
Once you successfully trained and deployed your model into the real world, the fun has only started

• Model Drift (keep training or you are outdated)

• OOM Errors (your data did not fit into Memory/Machine

• Software Updates (stay fresh, stay safe)

• New data is low quality

• General model degradation (investigate what's happening)
Data

new

ML Model

training
new

new

Models need constant care and monitoring, ideally fully automated
@Parashift we have ~1000 ML models deployed / trained at any time, hard to keep on top of everything.







Stay out of Trouble
Data Privacy & Life altering Decisions

• How to prevent my data to leak to 
others
• Manage Data Access (internally)
• Store as little as necessary
• Use some lossy compression to 

store data
• Anonymize Data (people are 

horrible at this)

• How to prevent ML models to spit out 
my secrets? (ChatGPT & Samsung code)
• Very tricky with generative models
• Easier w/ other models

Data Protection

• Decision making has to be interpretable/ 
understandable/explainable
• Not everything is explainable in 

modern algorithms
• One can examine the blackbox
• One does not need to understand 

the full blackbox, but come up with 
reasons why a decision was taken

• i.e. "you would have been given the 
loan if you earned 20k more"

• Find smallest changes to do to the 
data to generate the desired 
outcome

• Models come from data
• Any bias from data will be inherited 

by the model

• Must be very careful to use un-biased 
data
• Education
• Financial
• Employment

Black Box Model Bias

If you don’t pay for the product, you are the product
+ ML algorithms can find out a lot about you
- ML algorithms can find out a lot about you



Stay out of Trouble
Careful what you report

Source: http://www.antarcticglaciers.org/glacial-geology/dating-glacial-
sediments2/precision-and-accuracy-glacial-geology

Both POVs can be correct

• Any reported number can be used for misinterpretation

• Specific ML lingo that w/o context can be hard to convey

• Benchmarking, evaluating model performance is not trivial
• Train, test, validation scores
• Everybody loves "accuracy"
• Generalization to out of distribution tasks?

Training data Production data



Good Data Beats Good Algorithms
Garbage In Garbage Out

Clean & Consistent data is the most important piece to success.
Proof of Concept, target accuracy = 0.85, current accuracy = 0.7, customer unhappy.

Action Taken Resulting Accuracy

None 0.70

Data Post-processing improvements 0.72

Introduce rule based algorithms 0.74

Tweak ML model architecture 0.75

Clean up the f**** data 0.88

Fun Fact I
Applying the same evaluation metric to 
the human annotated data resulted in a 
value of accuracy ~0.2

Fun Fact II
There is a common misconception that:
"My people do not make mistakes"



Good Data Beats Good Algorithms
Good Data Is Expensive

• Producing high quality data is challenging and time consuming (most of the time)
• Human annotated data = Gold
• Self supervised learning
• Semi-supervised learning

• Probably a very significant amount of $$ for ChatGPT went into curation of high quality data

Wiki

Reddit

Blogs

Github

Forums

Hackernews

CConspiracyGPTCChatGPT

low quality data /
hallucinated text

Data cleaning & 
curation

Watermarking?


